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Abstract 

The convergence of machine learning (ML) and business intelligence (BI) has 

transformed the landscape of management information systems (MIS), enabling a shift 

from static reporting and descriptive analytics to predictive and prescriptive decision 

support. This study examines the critical factors influencing the adoption and 

effectiveness of ML-driven BI systems within MIS frameworks, focusing on organizations 

in Bangladesh. Grounded in the Technology Acceptance Model (TAM), the 

Technology-Organization-Environment (TOE) framework, strategic alignment theory, 

and sociotechnical systems theory, the research adopts a quantitative approach 

using data collected from 312 professionals across various industries. Structural 

equation modeling (SEM) was employed to analyze hypothesized relationships among 

eight key variables.The findings reveal that all hypothesized relationships were 

statistically significant (p < .001). Perceived usefulness was the strongest predictor of 

adoption (β = 0.63), confirming that users are more likely to adopt ML tools when they 

believe those tools enhance decision-making and work performance. Strategic 

alignment between ML initiatives and business goals also had a strong positive effect 

on system effectiveness (β = 0.57), while leadership support (β = 0.61) and a data-

driven culture (β = 0.52) emerged as critical enablers of system usage and impact. 

Interpretability of ML models (β = 0.54) significantly influenced user trust and system 

acceptance, and ethical governance (β = 0.48) contributed meaningfully to 

organizational readiness. On the technical side, infrastructure readiness (β = 0.59) and 

integration capability (β = 0.62) had the most substantial effects on system 

performance and decision-making efficiency. These results suggest that the success 

of ML-BI implementation is determined by a blend of technical robustness, strategic 

alignment, ethical oversight, and organizational maturity. The study contributes to the 

literature by validating a comprehensive, multidimensional model for ML-BI integration 

within MIS in a developing economy context. It also provides practical guidance for 

organizations seeking to deploy intelligent decision-support systems. Ultimately, this 

research affirms that achieving value from ML-enhanced BI requires more than 

algorithms, it requires leadership, infrastructure, trust, and strategic clarity. 
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INTRODUCTION 

Business Intelligence (BI) is a multidisciplinary domain that encompasses technologies, applications, 

and processes for collecting, integrating, analyzing, and presenting business information to support 

decision-making (Ahmad et al., 2021). It aims to enable organizations to gain insights from data to 

improve strategic and operational efficiency. Management Information Systems (MIS), on the other 

hand, refer to structured systems that provide information required to manage organizations 

efficiently and effectively (Bayer et al., 2017). MIS integrates people, technology, and procedures to 

produce actionable information. The intersection of BI and MIS offers a powerful toolset for 

organizations to harness data in a meaningful way. With the increasing availability of big data, 

traditional BI has evolved from simple reporting and querying into a complex ecosystem that includes 

real-time data analysis, visualization, and predictive modeling. Globally, enterprises leverage BI as a 

strategic resource to enhance productivity, competitiveness, and governance, as evidenced in 

both public and private sectors across North America, Europe, Asia, and the Middle East (Bramer et 

al., 2015). As globalization intensifies, organizations are compelled to adopt more intelligent decision-

support systems, elevating the role of BI within MIS frameworks (Chen et al., 2012). 

 
Figure 1: Overview of Business Intelligence 

 
 

Machine Learning (ML), a branch of artificial intelligence, refers to the computational techniques 

that enable systems to learn from data without being explicitly programmed (Chaudhuri et al., 2011). 

It encompasses a variety of algorithms and models such as supervised learning, unsupervised 

learning, reinforcement learning, and deep learning, which can detect patterns, classify data, and 

make predictions (Hamzehi & Hosseini, 2022). These techniques have transformed traditional BI, 

moving it beyond descriptive analytics into the realms of predictive and prescriptive analytics. The 

global significance of ML is reflected in its adoption across diverse sectors including healthcare, 

finance, retail, telecommunications, and government services. The application of ML in BI allows 

enterprises to automate complex analytical tasks, enhance decision accuracy, and reduce the 

cognitive burden on human analysts (Chen et al., 2012). This technological evolution has prompted 

a paradigm shift in MIS, transforming it from a repository of structured reports into a dynamic system 

of adaptive intelligence (Chaudhuri et al., 2011). Globally, institutions such as the OECD and World 

Economic Forum have recognized ML-enabled BI as crucial for digital transformation (Sreesurya et 

al., 2020). 

The integration of ML into BI represents a strategic enhancement in organizational intelligence. Data 

mining, which refers to the extraction of previously unknown patterns from large datasets, has long 

been an integral part of BI (Patriarca et al., 2022). ML enhances this process by providing scalable, 

robust, and adaptive methodologies that can handle high-dimensional, unstructured, and time-

sensitive data (Aggarwal, 2015). Algorithms such as support vector machines (SVM), decision trees, 
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k-nearest neighbors (KNN), and neural networks have demonstrated superior capabilities in 

classification, regression, clustering, and anomaly detection tasks (Patriarca et al., 2021). These 

functionalities have been leveraged in domains ranging from customer relationship management 

to financial fraud detection (Sharma & Srinath, 2018), proving ML’s relevance in improving business 

operations. The coupling of ML and BI enables organizations to transition from static dashboards and 

historical analyses toward continuous, self-improving systems that identify risks and opportunities in 

real time (Tripathi et al., 2020). This evolution aligns with the strategic goals of MIS, which seeks to 

support managerial functions through timely, relevant, and insightful data. 

 
Figure 2: Reactive to Proactive Decision-Making through ML-Driven Business Intelligence Systems 

 
 

The global digital ecosystem underscores the international necessity of ML-driven BI systems. 

Emerging economies have increasingly turned to such technologies to compensate for gaps in 

traditional infrastructure and decision-support capabilities (Sreesurya et al., 2020). For example, ML 

applications in agricultural MIS systems have empowered rural communities in sub-Saharan Africa 

with predictive tools for crop planning and risk mitigation (Patriarca et al., 2022). Similarly, ML-based 

financial analytics platforms have enabled microfinance institutions in South Asia to assess 

creditworthiness with unprecedented precision (Tamang et al., 2021). In highly industrialized regions 

such as the European Union, BI systems enhanced with ML have become central to managing large-

scale logistics, cybersecurity, and energy grid optimization (Tripathi & Bagga, 2020). The proliferation 

of cloud computing and data platforms such as Amazon Web Services, Microsoft Azure, and Google 

Cloud has further democratized access to these intelligent systems (Hlavac & Stefanovic, 2020). This 

universality reflects the adaptability of ML-enabled BI within MIS environments, regardless of 

geography, sector, or size, cementing its position as an essential pillar of global information systems. 

A central theme in ML-enhanced BI is the transformation of decision-making processes from reactive 

to proactive. In traditional MIS settings, decision support was largely rule-based and retrospective, 

relying on structured reports and predefined metrics. ML introduces a probabilistic and data-driven 

approach that enables organizations to detect subtle signals, infer trends, and generate strategic 

insights ahead of time (Khan et al., 2019). Predictive models allow for the anticipation of customer 

churn, equipment failure, and demand fluctuations, while prescriptive analytics suggest optimal 

actions based on predictive outcomes (Nedelcu, 2014). The application of these tools in enterprise 

resource planning (ERP) and customer relationship management (CRM) systems has been 

extensively documented (Patriarca et al., 2022). For example, in the retail sector, companies such as 

Walmart and Amazon employ ML-driven recommendation engines that enhance customer 

satisfaction and boost sales. In the healthcare sector, ML algorithms integrated within BI dashboards 

assist physicians in diagnostic accuracy and resource allocation. These examples illustrate the 

embeddedness of ML in modern MIS infrastructures, underscoring its influence on data governance 

and organizational agility. 

The complexity of ML implementation within BI is matched by a growing body of academic and 

industry research focused on performance metrics, model selection, and data quality. Studies have 

shown that data preprocessing, feature selection, and model interpretability are critical factors 
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affecting the success of ML applications in BI contexts (Khan et al., 2019). Model accuracy, precision, 

recall, and F1 scores remain key performance indicators, but increasingly, business-oriented metrics 

such as return on investment (ROI), time-to-insight, and user adoption are also evaluated (Tripathi & 

Bagga, 2020). Moreover, explainability of ML models is particularly important in regulated industries 

such as healthcare and finance, where decision transparency is legally mandated (Tutunea & Rus, 

2012). Organizations are also investing in hybrid systems that combine rule-based logic with data-

driven models to balance control and adaptability (Tripathi et al., 2020). These developments 

highlight the operational intricacies and strategic relevance of integrating ML into BI and MIS. 

Research from global institutions such as Gartner and McKinsey has emphasized the business value 

of data-literate leadership and cross-functional analytics capabilities in fostering ML adoption. 

Ultimately, the confluence of ML and BI within the MIS framework redefines the landscape of 

organizational knowledge. This convergence elevates data from a passive asset to a strategic 

enabler of performance and resilience. A well-structured MIS enhanced by ML facilitates real-time 

monitoring, simulation modeling, scenario analysis, and dynamic forecasting. Furthermore, 

academic consensus has recognized the contribution of ML-enhanced BI to digital maturity, 

competitive advantage, and knowledge management (Wang et al., 2005). As organizations 

continue to rely on increasingly complex data environments, the role of MIS must evolve accordingly. 

The incorporation of machine learning into business intelligence does not merely extend the 

capabilities of traditional MIS—it transforms the epistemology of decision-making. In global and local 

contexts alike, this shift is evident in public administration, supply chain management, marketing, 

and strategic planning. The literature thus presents a coherent narrative of convergence between 

algorithmic reasoning and managerial insight, anchored in the principles of MIS and propelled by 

the capabilities of ML. 

The primary objective of this study is to critically examine the integration of machine learning 

techniques within business intelligence systems, with a specific focus on their contribution to strategic 

decision-making in the context of management information systems. This research seeks to explore 

how machine learning elevates traditional data mining processes into advanced analytics capable 

of delivering predictive and prescriptive insights. The study emphasizes the transition from 

conventional business intelligence, which primarily involved descriptive statistics and historical data 

reporting, to intelligent systems that autonomously learn from data and provide real-time strategic 

recommendations. It aims to identify the key machine learning algorithms being utilized in various 

industrial and organizational domains, including classification, clustering, regression, and 

reinforcement models. The study also seeks to analyze the ways in which these algorithms are 

embedded within business intelligence platforms and how they contribute to the enhancement of 

operational efficiency, resource optimization, customer behavior analysis, and risk mitigation. A 

further objective is to evaluate the alignment between machine learning-enhanced analytics and 

the core functions of management information systems, specifically in areas such as enterprise 

planning, performance monitoring, and strategic forecasting. By doing so, the study aims to establish 

a comprehensive understanding of the technological and managerial enablers that facilitate the 

effective deployment of machine learning within BI infrastructures. Additionally, the research intends 

to uncover the organizational conditions, such as data architecture, employee readiness, and 

technological infrastructure, that influence the success of machine learning applications in business 

intelligence. The paper also aims to highlight the role of governance, security, and interpretability in 

shaping the responsible use of intelligent systems. Ultimately, the objective is to provide a systematic 

and analytical framework for understanding how the convergence of machine learning and 

business intelligence can be optimized to support data-driven strategic decision-making within 

modern MIS environments. 

LITERATURE REVIEW 

The integration of machine learning (ML) into business intelligence (BI) has emerged as a central 

theme in contemporary information systems research. The literature reveals a broad spectrum of 

scholarly work exploring the evolution of BI systems, the technical depth and scope of ML algorithms, 

and the convergence of these domains within the broader framework of Management Information 

Systems (MIS). As data complexity and volume grow exponentially, organizations seek increasingly 

sophisticated tools to mine, analyze, and interpret data for strategic advantage. Machine learning 

addresses this need by enabling adaptive, predictive, and real-time decision-making capabilities 

that extend well beyond the reach of traditional BI methods. This literature review aims to synthesize 
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the theoretical foundations, technological advancements, and applied outcomes of ML-enhanced 

BI systems. It examines the chronological evolution of BI, maps the taxonomy of ML techniques 

commonly deployed, and investigates their integration across industries and enterprise functions. 

Additionally, it highlights critical enablers and barriers related to data quality, model interpretability, 

system interoperability, and organizational adoption. The review adopts a thematic structure that 

reflects both historical progression and technological convergence, providing a comprehensive 

understanding of how ML has redefined the purpose, design, and functionality of BI systems within 

MIS environments. 

Overview of Business Intelligence 

Business Intelligence (BI) represents a broad category of applications and technologies for 

gathering, storing, analyzing, and accessing data to help enterprise users make better business 

decisions. It encompasses a suite of tools and systems that play a key role in the strategic planning 

process by providing actionable insights derived from raw data (Tripathi & Bagga, 2020). BI is often 

conceptualized as the process of transforming data into information, information into knowledge, 

and knowledge into plans that drive profitable business actions (Wang et al., 2005). At its core, BI 

focuses on providing historical, current, and predictive views of business operations, typically through 

reporting, online analytical processing (OLAP), data mining, process mining, benchmarking, and 

complex event processing. Researchers consistently highlight that BI operates within the broader 

framework of Management Information Systems (MIS), serving as an extension and enhancement of 

traditional decision-support systems. Within organizational contexts, BI provides the technological 

means to evaluate performance, measure key metrics, and monitor operational and strategic goals. 

Furthermore, BI’s functionality spans multiple layers of decision-making—from tactical to strategic—

enabling both executive dashboards and transactional-level analytics. Its definitions have evolved 

over time, with some scholars viewing BI as an umbrella term incorporating both data warehousing 

and analytical functions, while others emphasize its role in knowledge management and 

competitive intelligence. Despite the diversity of perspectives, there is scholarly consensus on BI’s 

centrality in organizational intelligence, strategic alignment, and evidence-based management. 

The literature thus establishes BI as a data-centric system engineered to deliver value through the 

systematic processing and interpretation of enterprise data. 

The evolution of BI has been characterized by several significant technological and conceptual 

milestones, beginning with decision support systems (DSS) in the 1960s and 1970s, which focused on 

model-based systems to aid managerial decisions (Williams et al., 2022). These early DSS frameworks 

were primarily rule-based and required considerable human input, but laid the groundwork for more 

autonomous BI technologies. In the 1980s and 1990s, the advent of data warehousing enabled 

organizations to integrate and consolidate data from multiple sources, allowing for more structured 

and scalable analysis (Wang et al., 2005). The incorporation of OLAP in the 1990s added the ability 

to perform multidimensional queries and drill-down analytics, thus enhancing decision-making agility 

(Masa’deh et al., 2018). The early 2000s witnessed a proliferation of tools that offered self-service 

capabilities and user-friendly interfaces, democratizing access to analytical functions beyond IT 

departments. Over time, the integration of BI with web technologies, mobile platforms, and cloud 

computing platforms further expanded its reach and operational flexibility. Additionally, the 

emergence of big data technologies such as Hadoop, Spark, and NoSQL databases prompted a 

shift from structured data analysis to the processing of semi-structured and unstructured data. The 

progression of BI has also paralleled developments in enterprise resource planning (ERP) and 

customer relationship management (CRM) systems, allowing for deeper insights across cross-

functional processes. More recently, the integration of machine learning and artificial intelligence 

into BI tools has enabled systems to evolve from descriptive reporting to predictive and prescriptive 

analytics, reinforcing their strategic role in modern enterprises (Chen et al., 2012). Collectively, these 

technological transitions reflect BI’s trajectory from passive data visualization tools to dynamic 

decision support environments, grounded in automated analysis and real-time responsiveness. 
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Figure 3: Building Blocks of Business Intelligence 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Machine Learning in Information Systems 

Machine learning (ML), a subset of artificial intelligence, is defined as the capability of computer 

systems to learn patterns from data and make predictions or decisions without being explicitly 

programmed for specific tasks (Bramer et al., 2015). Within the context of information systems (IS), ML 

serves as a powerful computational paradigm that automates data analysis, pattern recognition, 

and adaptive decision-making. The classification of ML algorithms—supervised, unsupervised, semi-

supervised, and reinforcement learning—reflects the diversity of its analytical capabilities and 

deployment scenarios. Supervised learning involves labeled data to train models for tasks like 

classification and regression, while unsupervised learning uncovers hidden structures or groupings 

without predefined labels. Reinforcement learning focuses on sequential decision-making through 

feedback loops, offering relevance for dynamic systems in supply chains and robotics. Information 

systems research increasingly integrates ML into data-driven applications, treating it not only as a 

technical method but as a managerial and organizational tool for digital transformation. Scholars 

identify ML as an enabler of intelligent systems, particularly in contexts where traditional rule-based 

approaches fall short in handling complexity and scale. Applications range from customer profiling 

and fraud detection to dynamic pricing and demand forecasting (Cao et al., 2020). ML enhances 

IS by providing self-adaptive systems that can adjust to new patterns over time, supporting the 

evolution of IS from static reporting structures to intelligent, context-aware environments (Chen et al., 

2012). As such, the conceptual literature establishes ML not merely as a technological innovation, 

but as a foundational pillar within modern information systems research and practice. 

The integration of ML into enterprise information systems marks a critical shift in how organizations 

handle data-intensive processes and automate decision-making. Information systems such as 

enterprise resource planning (ERP), customer relationship management (CRM), and supply chain 

management (SCM) increasingly embed ML capabilities to enhance their predictive power and 

responsiveness. In ERP systems, ML assists in inventory management, demand forecasting, and 

financial anomaly detection, allowing organizations to minimize waste and improve cash flow. CRM 

systems benefit from ML through automated customer segmentation, churn prediction, and 

sentiment analysis, fostering deeper personalization and customer engagement. In the domain of 

SCM, ML facilitates real-time logistics optimization, demand sensing, and disruption response through 

pattern recognition and predictive analytics. Scholars argue that such integration transforms 

information systems from passive data repositories into active decision-support environments 

capable of recommending optimal courses of action (Khan et al., 2019). These embedded ML 

capabilities also improve system adaptability, as models can learn from incoming data and adjust 

their outputs accordingly without requiring system-wide reconfiguration. Industry studies reveal that 

ML-infused IS architectures outperform traditional systems in agility, scalability, and resource 

efficiency. Moreover, the interoperability between ML platforms and enterprise systems has been 

enhanced through the use of APIs, cloud-based ML services, and containerization technologies, 
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enabling seamless data exchange and model deployment. As organizations grapple with the 

volume, velocity, and variety of big data, ML emerges as a critical mechanism for translating data 

streams into operational intelligence within the IS framework (Hlavac & Stefanovic, 2020). The 

literature thus converges on the conclusion that the incorporation of ML in enterprise information 

systems represents a substantial leap in the digitization of core business functions and decision-

support processes. 

 
Figure 4: Machine Learning in Information Systems 

 
 

In information systems research, machine learning models are employed across a wide spectrum of 

tasks including classification, clustering, regression, anomaly detection, and natural language 

processing. Among the most frequently used algorithms are decision trees, random forests, support 

vector machines, k-nearest neighbors, and deep neural networks (Khan et al., 2020). These models 

offer diverse functionalities suited to various organizational needs. Decision trees, for instance, are 

prized for their interpretability in classification problems, while random forests and gradient boosting 

machines provide higher accuracy in ensemble frameworks. Neural networks and deep learning 

architectures are increasingly applied in domains such as image recognition, text mining, and 

speech analysis within IS applications. In e-commerce, recommender systems based on 

collaborative filtering and matrix factorization use ML models to enhance user experience and drive 

sales (Linden, Smith, & York, 2003). Financial institutions employ ML for credit scoring, fraud detection, 

and risk modeling, significantly improving the speed and reliability of assessments (Masa’deh et al., 

2018). In healthcare IS, ML has enabled predictive diagnosis, personalized treatment planning, and 

clinical decision support. The adaptability of ML models to both structured and unstructured data 

makes them uniquely positioned for modern IS challenges involving sensor data, text data, and 

transactional logs. Empirical IS research often benchmarks ML performance using metrics such as 

accuracy, precision, recall, F1-score, and area under the curve (AUC), while also considering 

computational efficiency and scalability. Scholars emphasize that the choice of model must align 

with data characteristics and organizational objectives, as overly complex models may introduce 

challenges in interpretability and compliance (Hlavac & Stefanovic, 2020). The diversity of models 

and application domains illustrates the centrality of ML in enriching IS research with robust, data-

driven methodologies capable of addressing multifaceted business and technological problems. 

Machine Learning and Business Intelligence 

The integration of machine learning (ML) into business intelligence (BI) systems marks a significant 

evolution in how organizations leverage data for strategic advantage. Traditionally, BI systems 
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focused on descriptive analytics—summarizing historical data through dashboards, reports, and 

OLAP tools to aid managerial decision-making (Khan et al., 2019). However, as data volumes, 

velocity, and variety increased, these systems faced limitations in scalability and real-time 

responsiveness. ML, with its predictive and adaptive capabilities, addresses these constraints by 

enabling systems to learn from data patterns and generate forecasts or classifications without 

human intervention(Masa’deh et al., 2018). The convergence of ML and BI has reshaped the 

analytical landscape, allowing for a shift from descriptive and diagnostic insights to predictive and 

prescriptive recommendations. BI tools infused with ML now support anomaly detection, customer 

segmentation, market forecasting, and recommendation systems, all of which extend the scope of 

managerial insight. This integration is further enabled by big data platforms and cloud services, which 

provide the necessary infrastructure to handle ML model training and deployment at scale. Scholars 

also point to the modular design of contemporary BI platforms such as Tableau, Power BI, and Qlik, 

which increasingly embed ML functionalities directly within their environments. As such, the 

convergence of ML and BI represents more than technological augmentation—it constitutes a 

redefinition of BI as a dynamic, learning system capable of supporting strategic foresight and 

operational adaptability. 

 
Figure 5: Strategic Integration of Machine Learning and Business Intelligence 

 
 

Within BI systems, machine learning algorithms are employed to address a diverse array of analytical 

tasks ranging from classification and regression to clustering, recommendation, and anomaly 

detection. Supervised learning techniques, including decision trees, support vector machines (SVM), 

and neural networks, are widely used for predicting customer churn, credit risk, and sales 

performance (Patriarca et al., 2022). Unsupervised methods such as k-means clustering and 

hierarchical clustering support market segmentation and behavior analysis by identifying hidden 

groupings in customer or transactional data (Khan et al., 2019). Ensemble learning techniques like 

random forests and gradient boosting machines improve model robustness and accuracy, making 

them particularly valuable in high-stakes domains like finance and healthcare (Patriarca et al., 2022). 

Recommender systems based on collaborative filtering and matrix factorization are also prevalent 

in BI-enhanced platforms for e-commerce and digital content distribution. Deep learning 

architectures such as convolutional and recurrent neural networks, though more computationally 

intensive, are increasingly applied in BI settings involving natural language processing, image 

recognition, and sentiment analysis. In BI pipelines, these ML models are often embedded within ETL 

(Extract, Transform, Load) processes or layered atop data warehouses for real-time deployment. 

Metrics such as accuracy, recall, precision, F1-score, and area under the ROC curve are commonly 

used to evaluate model performance, ensuring reliability and decision quality. The literature 
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highlights that effective ML deployment in BI is contingent on both algorithmic precision and the 

business interpretability of results, underscoring the importance of user-centric design in ML-driven BI 

environments. 

Predictive and Prescriptive Analytics in Decision Support Systems 

Predictive analytics has emerged as a core component of modern decision support systems (DSS), 

transforming them from tools of descriptive analysis to systems capable of forecasting future 

outcomes and behaviors. Predictive analytics utilizes statistical methods, data mining, and machine 

learning techniques to uncover patterns and trends within historical and real-time data (Masa’deh 

et al., 2018). Decision trees, logistic regression, support vector machines, and neural networks are 

among the most commonly deployed algorithms, each offering advantages depending on the 

complexity, structure, and scale of the data (Khan et al., 2019). Predictive models are particularly 

valuable in domains such as healthcare, finance, retail, and manufacturing, where anticipating risks, 

customer behavior, or operational demands can yield significant competitive advantages (Hlavac 

& Stefanovic, 2020). In financial services, for instance, predictive analytics enables credit scoring, 

fraud detection, and market forecasting, whereas in healthcare it supports disease risk profiling and 

hospital resource planning. Predictive analytics also enhances customer relationship management 

by identifying high-risk churn segments and suggesting personalized interventions. Scholars note that 

the integration of predictive capabilities into DSS improves both the quality and timeliness of 

decision-making, allowing managers to act proactively rather than reactively. The integration is 

further facilitated by advances in big data infrastructure, which allow predictive models to process 

high-velocity, high-volume, and high-variety datasets. As such, predictive analytics serves as a 

cornerstone in the shift toward intelligent DSS, enhancing situational awareness and risk mitigation in 

complex decision environments (Khan et al., 2020). 

Prescriptive analytics builds upon the foundation laid by predictive analytics, guiding decision-

makers not only on what is likely to happen but also on what actions should be taken to achieve 

optimal outcomes. It involves the use of optimization algorithms, simulation models, and machine 

learning to recommend actionable strategies in response to forecasted scenarios (Khan et al., 2019). 

Techniques such as linear programming, constraint satisfaction, reinforcement learning, and Monte 

Carlo simulation are commonly employed in prescriptive models to identify the best possible 

decisions under varying constraints and objectives. In operational contexts, prescriptive analytics 

enhances logistics planning, pricing optimization, production scheduling, and resource allocation by 

modeling decision outcomes and recommending specific interventions. For instance, airlines use 

prescriptive models for dynamic pricing and route planning, while supply chains benefit from real-

time optimization of inventory levels and delivery routes. In marketing, prescriptive tools recommend 

the timing and content of customer interactions to maximize engagement and conversion rates. 

Researchers emphasize that prescriptive analytics elevates DSS from diagnostic tools to intelligent 

advisors capable of simulating and recommending decisions based on multiple trade-offs. Unlike 

predictive analytics, which deals primarily with probabilities and forecasts, prescriptive systems 

engage with constraints, preferences, and business rules to propose actionable plans (Patriarca et 

al., 2021). Studies also highlight that the effectiveness of prescriptive analytics depends heavily on 

the interpretability of recommendations and the ability of users to trust and act on them. Hence, 

prescriptive analytics extends the functional scope of DSS by facilitating scenario testing, decision 

simulations, and strategy optimization within enterprise environments (Mikalef et al., 2019; Shollo & 

Galliers, 2016). 
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Figure 6: Integration of Predictive and Prescriptive Analytics into Decision Support Systems (DSS) 

 
 

The integration of predictive and prescriptive analytics into DSS architectures represents a paradigm 

shift in how organizations approach problem-solving and decision support. Traditionally, DSS 

operated on structured data processed through static models, but the incorporation of ML-based 

analytics allows for dynamic, continuous improvement of decision-making processes (Khan et al., 

2019). Predictive models feed real-time forecasts into prescriptive engines, which then generate 

optimized action plans based on business objectives and operational constraints (Khan et al., 2020). 

This seamless integration relies on data pipelines, ETL tools, and APIs that connect data warehouses 

with analytical modules and visualization layers (Hamzehi & Hosseini, 2022). BI platforms such as 

Microsoft Power BI, SAS, Tableau, and IBM Cognos increasingly offer built-in functionalities for 

deploying predictive and prescriptive models, making analytics more accessible to non-technical 

decision-makers (Patriarca et al., 2021). Enterprise systems also integrate predictive and prescriptive 

analytics within ERP, CRM, and SCM modules, supporting decisions across finance, marketing, 

operations, and human resources. In retail, this integration enables intelligent assortment planning 

and targeted promotions, while in manufacturing it supports process automation and predictive 

maintenance. Academic literature stresses the role of interoperability, system scalability, and user 

interface design in determining the success of such integrated DSS. Additionally, researchers 

advocate for the use of hybrid models—combining rule-based logic with ML algorithms—to improve 

transparency and compliance in regulated sectors (Patriarca et al., 2022). The literature thus portrays 

the integrated deployment of predictive and prescriptive analytics as a transformative 

advancement in the evolution of DSS architectures, enabling continuous adaptation and optimized 

execution. While the technical merits of predictive and prescriptive analytics in DSS are well 

established, their successful adoption is heavily influenced by organizational readiness, governance 

structures, and user-centric considerations. Empirical studies highlight that data-driven culture, 

leadership support, and cross-functional collaboration are foundational to leveraging advanced 

analytics in decision support. Challenges such as fragmented data silos, inadequate data 

governance, and low analytics maturity often impede integration efforts, particularly in large or 

traditionally structured organizations (Khan et al., 2019).  

Additionally, the interpretability and transparency of predictive and prescriptive models remain 

critical concerns for users who must understand and trust model outputs in order to act upon them 

(Masa’deh et al., 2018). In regulated sectors such as finance and healthcare, explainable AI has 

become a necessary condition for legal compliance and risk management (Khan et al., 2020). 

Researchers also note the need for continuous model validation and performance monitoring, as 

predictive accuracy and prescriptive relevance can deteriorate over time due to data drift or 

changing external conditions. To address these issues, organizations are increasingly adopting 

analytics centers of excellence, ethics boards, and agile governance frameworks to oversee model 

lifecycle management and decision accountability. Furthermore, training programs and intuitive 

dashboards are essential to enhance user engagement and promote democratized access to 
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advanced analytics tools. The literature collectively demonstrates that the value derived from 

predictive and prescriptive DSS is not merely a function of model sophistication, but of the 

organizational structures and cultural dynamics that facilitate responsible, informed, and sustained 

analytics use. 

Managerial Enablers of ML-Based BI Systems 

Leadership commitment is widely regarded as one of the most critical enablers for the successful 

implementation of machine learning (ML)-based business intelligence (BI) systems. The literature 

consistently emphasizes the importance of top management support in driving technological 

adoption, fostering a data-driven culture, and allocating the necessary resources for ML-BI initiatives 

(Hlavac & Stefanovic, 2020). Executive backing ensures the alignment of ML-based BI systems with 

organizational strategy, allowing for the integration of advanced analytics into decision-making 

processes at various levels (Khan et al., 2019). Strategic alignment refers to the harmonization 

between IT capabilities and business goals, which is vital for realizing the transformative potential of 

ML technologies. Studies have shown that when leadership prioritizes ML initiatives as part of broader 

digital transformation agendas, adoption is more likely to be successful and sustainable. Furthermore, 

leadership involvement plays a critical role in overcoming organizational resistance, securing cross-

departmental collaboration, and establishing clear performance metrics for ML-BI projects.  

 
Figure 7: Managerial Enablers of ML-Based BI Systems 

 
 

The absence of strong leadership has been associated with fragmented efforts, poor alignment, and 

failed implementations. Effective leaders also communicate the strategic value of ML-based BI, 

creating a shared vision and fostering commitment across managerial and operational tiers 

(Masa’deh et al., 2018). The literature thus affirms that leadership is not merely a passive sponsor of 

ML-BI projects but an active architect of conditions under which such systems can thrive and evolve. 

Organizational culture significantly influences the adoption and effectiveness of ML-based BI 

systems. A culture that values innovation, experimentation, and data-driven decision-making is more 

likely to embrace the structural changes required for ML-BI integration. Organizations with high levels 

of analytics maturity tend to exhibit openness to data insights, encouragement of continuous 

learning, and willingness to replace intuition with evidence-based management. The cultivation of 

a data-driven culture depends heavily on managerial advocacy, where managers act as 

intermediaries who promote analytics practices within their teams and departments. This includes 

setting expectations for the use of ML outputs in decision-making, incentivizing data exploration, and 

embedding analytics into everyday workflows. Additionally, a learning-oriented culture allows for 

iterative testing and model experimentation, which is essential for refining ML models and adapting 

them to dynamic business needs. Resistance to analytics often stems from fear of automation, 
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perceived complexity, or distrust in algorithmic outputs, all of which can be mitigated through 

transparent communication and inclusion of end users in the model development process (Hlavac 

& Stefanovic, 2020). Moreover, the integration of ML into BI tools requires the breakdown of data silos 

and the facilitation of cross-functional data sharing, which is more achievable in cultures 

characterized by openness and collaboration. Empirical evidence supports that cultural readiness—

defined by trust in data, analytical curiosity, and institutional support for experimentation—is a strong 

predictor of ML-BI success (Bhatiasevi & Naglis, 2018). Therefore, organizational culture, particularly 

when aligned with strategic priorities and managerial behavior, serves as a powerful enabler of ML-

BI transformation. 

Adoption frameworks and critical success factors 

Technology adoption within organizations has been extensively studied through the lens of several 

theoretical models that offer insights into how and why innovations such as ML-based BI systems are 

adopted. One of the most widely applied models is the Technology-Organization-Environment (TOE) 

framework, which posits that adoption decisions are influenced by technological characteristics, 

organizational readiness, and environmental pressures (Bayer et al., 2017). In the context of ML-BI, 

technological factors such as compatibility, complexity, and relative advantage have been shown 

to influence adoption rates significantly. Organizational dimensions—including firm size, leadership 

support, IT capabilities, and data culture—also play a vital role in shaping readiness for adoption 

(Tripathi et al., 2023). Environmental factors such as competitive pressure, industry regulation, and 

customer expectations further impact the urgency and pace of adoption. The Diffusion of 

Innovations (DOI) theory also provides a relevant perspective, emphasizing the roles of innovation 

attributes, communication channels, time, and social systems in driving adoption. Scholars applying 

the DOI model to BI environments argue that perceived usefulness, ease of use, and observability 

are crucial for the acceptance of advanced analytics systems. The Unified Theory of Acceptance 

and Use of Technology (UTAUT) further refines adoption constructs by integrating performance 

expectancy, effort expectancy, social influence, and facilitating conditions as central factors. 

Collectively, these frameworks provide a multidimensional understanding of the adoption process 

and help researchers and practitioners identify leverage points for enabling the successful 

implementation of ML-based BI technologies. 

Organizational readiness, including both tangible infrastructure and intangible capabilities, emerges 

as a consistent theme in the literature on successful ML-BI system adoption. A key determinant is the 

existence of robust IT infrastructure that can support high-volume data processing, ML model training, 

and seamless integration with existing enterprise systems ((Tutunea & Rus, 2012). Scalable cloud 

platforms, data warehouses, and application programming interfaces (APIs) are cited as essential 

for operationalizing ML models in real time (Sharma & Srinath, 2018). Beyond infrastructure, analytics 

maturity is critical, encompassing data quality management, governance policies, and the 

presence of skilled personnel capable of translating ML insights into business value. The literature 

indicates that firms with higher analytics maturity are more likely to demonstrate alignment between 

ML-BI system capabilities and strategic goals. Additionally, internal processes such as agile 

development methodologies, continuous model testing, and version control systems have been 

identified as operational enablers of successful ML deployments. Studies also highlight the 

importance of cross-functional integration, as successful adoption depends not only on technical 

teams but also on business units that interpret and act on model outputs. Firms with centralized 

analytics functions, analytics centers of excellence, or data governance boards are better 

positioned to implement ML-BI systems at scale. Therefore, the readiness of an organization—

measured through technological resources, human capital, and process maturity—represents a 

foundational factor in the adoption of ML-enabled BI systems. 

The successful adoption of ML-based BI systems is significantly influenced by user engagement, 

training, and change management efforts. Research indicates that employee acceptance of 

analytics technologies hinges on both perceived ease of use and perceived usefulness, concepts 

rooted in the Technology Acceptance Model (Tripathi & Bagga, 2020). When users understand the 

benefits of ML and are confident in interpreting model outputs, they are more likely to integrate these 

tools into daily decision-making practices. Training programs that build literacy in data interpretation, 

visualization, and machine learning concepts are essential for demystifying analytics and 

empowering users. Studies emphasize that continuous education—not one-time training—is 

necessary to support sustained use and skill development. Furthermore, change management 
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initiatives, including stakeholder engagement, iterative rollouts, and feedback loops, contribute to 

smoother transitions during analytics adoption. Communication strategies that highlight early wins 

and link ML outputs to business performance help foster buy-in and reduce resistance (Cao et al., 

2020). User-centric design, including intuitive dashboards, contextual help features, and role-based 

access, enhances usability and reduces cognitive load (Chaudhuri et al., 2011). Additionally, 

involving users in model development—such as through participatory design or feedback on 

predictive accuracy—fosters trust and a sense of ownership. Thus, the literature converges on the 

idea that adoption is not solely a technical exercise, but a human-centric process that requires 

training, empowerment, and sustained managerial engagement. 

 
Figure 8: Adoption frameworks and critical success factors 

 
 

Machine Learning Deployment within Business Intelligence 

The deployment of machine learning (ML) within business intelligence (BI) environments has 

emerged as a critical area of study, bridging computational capabilities with strategic organizational 

insights. ML deployment refers to the process by which algorithmic models are operationalized within 

BI platforms to automate analytical functions and deliver predictive or prescriptive intelligence 

(Attaran & Deb, 2018). This integration enables BI systems to transition from traditional descriptive 

reporting tools to dynamic, adaptive frameworks that can uncover patterns, predict trends, and 

guide decision-making in real time (Barboza et al., 2017). In practical terms, ML deployment involves 

not only the technical implementation of models—such as decision trees, support vector machines, 

or neural networks—but also the orchestration of data pipelines, model training, evaluation, and 

deployment into business workflows. Studies show that deployment extends beyond model 

accuracy to include considerations of integration with data warehouses, visualization tools, and 

enterprise resource planning systems (Berk et al., 2016). The literature also identifies the emergence 

of AutoML platforms and ML-as-a-Service tools that simplify model development and deployment 

processes, making advanced analytics more accessible to business users. ML deployment in BI is 

often characterized by a lifecycle approach—comprising data preprocessing, feature engineering, 

model building, validation, deployment, and monitoring—which requires both technical 

infrastructure and organizational coordination. Scholars assert that this convergence of BI and ML 

reflects a broader trend toward intelligent information systems that enable real-time, data-driven 

decision-making across strategic and operational levels (Bramer et al., 2015). 

Deploying machine learning models within BI systems involves a complex interplay of technical 

considerations, data infrastructure, and model governance. One of the primary challenges cited in 

the literature is data readiness—many organizations struggle with fragmented, inconsistent, or poor-

quality data that undermines the performance of ML models. Data preprocessing tasks such as 

normalization, outlier detection, and feature selection are critical yet time-intensive stages that 

impact the overall success of deployment. Equally important is the underlying IT infrastructure, 

including data warehouses, distributed computing platforms, and real-time data streaming 

capabilities, all of which influence the scalability and responsiveness of ML models in BI applications 
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(Canedo & Skjellum, 2016). The integration of ML with traditional BI stacks—comprising dashboards, 

ETL processes, and relational databases—requires modular architectures and often API-based 

interoperability to allow seamless data flow between components. Moreover, model deployment 

must consider the computing environment, including decisions about on-premise, cloud, or hybrid 

setups, each of which carries trade-offs in terms of cost, latency, and security. The literature also 

emphasizes the necessity of version control, pipeline automation, and model retraining protocols to 

manage lifecycle evolution and adapt to changing data patterns (Das & Behera, 2017). 

Furthermore, as organizations scale their ML-BI deployments, they often encounter the need for 

containerization technologies such as Docker and orchestration tools like Kubernetes to manage 

resources and ensure reliable deployment across environments. Thus, the successful deployment of 

ML in BI is underpinned by a robust infrastructure and disciplined model management, both of which 

are prerequisites for delivering consistent and trustworthy insights. 

 
Figure 9: Machine Learning Deployment within Business Intelligence 

 
 

Beyond technical execution, ML deployment within BI systems is deeply embedded in organizational 

and human resource dynamics. The literature underscores that successful deployment is contingent 

not only on tools and platforms but also on the capabilities and collaboration of cross-functional 

teams. Data scientists, business analysts, domain experts, and IT personnel must coordinate to ensure 

that deployed models are aligned with business objectives and operational contexts (De Felice et 

al., 2019). Organizational culture plays a pivotal role in shaping receptivity to ML-BI systems, with 

analytics-oriented cultures demonstrating greater readiness for adoption and. Moreover, the 

involvement of end-users in the deployment process—through model testing, feedback collection, 

and interface customization—enhances trust, usability, and model adoption. Studies highlight that 

one of the recurring barriers to ML deployment is the lack of sufficient training and upskilling among 

business users, who may not fully understand how to interpret or act upon predictive outputs (de 

Vries, 2020). Hence, organizations invest in education programs, user-friendly dashboards, and 

augmented analytics tools that explain model predictions in accessible terms. Additionally, 

organizations with analytics centers of excellence or dedicated ML governance boards tend to 

report more structured and effective deployment outcomes. The strategic alignment of talent 

development, interdepartmental collaboration, and cultural support creates an enabling 

environment for embedding ML seamlessly within BI systems, thereby maximizing the practical value 

of algorithmic intelligence in business contexts. 

Comparative Studies of ML-Driven BI Implementations 

Comparative studies across industry sectors reveal diverse patterns in the implementation and 

outcomes of machine learning (ML)-driven business intelligence (BI) systems. In the financial services 

sector, ML is primarily leveraged for fraud detection, risk assessment, and portfolio optimization, with 

a strong emphasis on real-time analytics and regulatory compliance (Das & Behera, 2017). These 

systems often require high precision and model interpretability due to the legal implications of 

automated decisions (De Felice et al., 2019). In contrast, the retail sector emphasizes customer 

https://rast-journal.org/index.php/RAST/index
https://doi.org/10.63125/drb8py41


Review of Applied Science and Technology 

Volume 04, Issue 02 (2025) 

Page No:  339 – 369 

Doi: 10.63125/drb8py41 

353 

 

segmentation, demand forecasting, and personalized marketing, deploying ML for real-time 

behavioral analytics and recommendation engines. Retail implementations tend to favor speed, 

scalability, and personalization, often trading off some level of interpretability for higher predictive 

power. In manufacturing, ML-enhanced BI is commonly applied to predictive maintenance, quality 

control, and supply chain optimization, requiring integration with sensor data and industrial IoT 

platforms. These systems prioritize accuracy, system integration, and resource efficiency. In the 

healthcare sector, ML is used for clinical decision support, patient risk prediction, and hospital 

resource allocation, demanding high transparency and ethical safeguards (de Vries, 2020). Studies 

indicate that healthcare implementations are slower due to regulatory oversight and the complexity 

of medical data. Public sector applications of ML-based BI, including policy simulation, fraud 

detection, and urban planning, are constrained by limited technical expertise and rigid 

procurement processes but benefit from growing open data initiatives (Berk et al., 2016). Thus, the 

literature highlights that industry-specific priorities—ranging from compliance and personalization to 

operational efficiency—shape the design, deployment, and success of ML-driven BI systems in 

markedly different ways. 

The scale of an organization significantly influences both the approach and outcomes of ML-driven 

BI implementation. Large enterprises often possess the financial resources, technical infrastructure, 

and human capital required to deploy sophisticated ML models and maintain them over time 

(Mamdouh et al., 2018). These organizations typically adopt centralized BI strategies, leveraging 

analytics centers of excellence and cross-functional teams to coordinate implementation across 

departments. Their BI platforms are integrated with enterprise resource planning (ERP), customer 

relationship management (CRM), and supply chain management (SCM) systems, allowing for 

comprehensive data analysis and predictive modeling. In contrast, small and medium-sized 

enterprises (SMEs) often face constraints such as limited budgets, insufficient technical expertise, and 

fragmented data systems, which hinder the adoption of advanced analytics (Khan et al., 2019). To 

address these limitations, SMEs tend to rely on cloud-based BI platforms and ML-as-a-Service offerings 

that reduce infrastructure costs and technical complexity. Studies show that while large firms focus 

on scale, speed, and multi-dimensional analytics, SMEs prioritize usability, affordability, and quick 

deployment cycles. Furthermore, employee resistance to ML tools is more pronounced in smaller 

firms due to lower analytics literacy and limited change management capabilities. Comparative 

research suggests that success in SMEs is strongly linked to managerial support, ease of use, and 

vendor reliability, whereas large firms succeed through strategic alignment, modular system design, 

and analytics governance. Therefore, organization size not only dictates resource availability but 

also shapes the trajectory, adoption barriers, and long-term viability of ML-based BI systems. 

 
Figure 10: Comparative Studies of ML-Driven BI Implementations 
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Geographical and institutional contexts profoundly shape the implementation of ML-driven BI 

systems, particularly due to variations in digital infrastructure, regulatory environments, and 

organizational maturity. In North America and Western Europe, BI and ML adoption is characterized 

by high digital readiness, robust cloud infrastructure, and a large pool of skilled data professionals 

(Lee & Shin, 2020). Enterprises in these regions typically lead in deploying cutting-edge ML models for 

real-time decision support, often benefiting from strong university-industry collaborations and 

advanced IT ecosystems. In contrast, developing economies in Asia, Africa, and Latin America 

experience slower uptake of ML-BI systems due to limited connectivity, funding constraints, and 

organizational resistance to automation. However, certain regions demonstrate high innovation 

despite resource limitations—for example, mobile-based BI systems in East Africa have been used 

effectively for agricultural forecasting and financial inclusion. Government policy also plays a pivotal 

role in shaping ML adoption. In the European Union, strict data protection laws such as the General 

Data Protection Regulation (GDPR) have necessitated more transparent and ethical ML deployment 

practices, which affect model design and data management workflows. In contrast, jurisdictions 

with more permissive data regimes may encourage experimentation with deep learning models and 

personalized marketing at a faster pace. Additionally, national AI strategies and public funding 

schemes influence BI priorities and adoption maturity. Comparative studies suggest that while 

technological factors are essential, institutional frameworks and regional readiness significantly 

influence the scope, complexity, and governance of ML-driven BI deployments worldwide. 

Theoretical Models Linking ML, BI, and MIS 

The Technology Acceptance Model (TAM) has been extensively used to explain how individuals and 

organizations accept and use new technologies, including ML-enhanced BI systems within MIS 

environments. Developed by (Davis, 1989), TAM posits that perceived usefulness and perceived ease 

of use are primary predictors of user acceptance. In the context of BI and ML, these constructs have 

been applied to understand how decision-makers interact with predictive dashboards, data 

visualizations, and algorithmic outputs (Cheng et al., 2020). Numerous studies have validated TAM’s 

relevance in explaining analytics tool usage across sectors, emphasizing that usability and clarity of 

ML model results significantly influence BI system adoption. Extensions of TAM, such as TAM2 and 

TAM3, have incorporated additional variables like subjective norms, output quality, and job 

relevance to capture broader organizational factors (Cheng & Chen, 2009). These refinements are 

particularly pertinent for ML-driven BI tools, which often require cross-functional engagement and 

may challenge traditional decision-making norms. Studies have also linked TAM constructs with 

behavioral intention to use and actual system usage in predictive analytics platforms, supporting its 

validity in BI-MIS contexts (Choi et al., 2019). Furthermore, research incorporating TAM into BI studies 

reveals that when ML-based systems are designed to be intuitive and aligned with users’ work 

contexts, adoption rates increase.  

The Technology-Organization-Environment (TOE) framework, proposed by (Baker, 2012), has been 

widely adopted to study the contextual factors influencing organizational technology adoption. The 

TOE model posits those three contextual domains—technological readiness, organizational 

capabilities, and environmental conditions—collectively shape the decision to adopt innovations 

such as ML-embedded BI systems within MIS structures (Alpar & Schulz, 2016). Technological factors 

in this context include the relative advantage, compatibility, and complexity of ML algorithms and 

BI platforms. Organizational components such as firm size, top management support, data culture, 

and IT competence have been shown to strongly influence BI and ML integration efforts. 

Environmental factors, including competitive pressure, regulatory constraints, and industry norms, 

further contextualize adoption decisions. Empirical studies using the TOE framework have 

demonstrated that firms with higher technological maturity and strategic alignment are more likely 

to implement ML-BI systems successfully (Andrew & Gao, 2007). The TOE model has also been 

instrumental in explaining variance across industries and countries, providing insight into why ML-

based BI systems proliferate in data-intensive sectors like finance and retail while facing slower 

uptake in government or healthcare. Scholars have combined TOE with other models such as the 

Diffusion of Innovation (DOI) theory and UTAUT to enhance its explanatory power. By encompassing 

both internal and external factors, the TOE framework offers a holistic lens through which ML adoption 

within BI and MIS ecosystems can be analyzed and strategically guided. 
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Strategic alignment theory, particularly the business-IT fit perspective, offers a powerful conceptual 

foundation for understanding the integration of ML and BI within MIS. This theory posits that the 

degree of alignment between an organization’s information systems and its strategic business 

objectives is a critical determinant of performance outcomes. In the context of ML-enhanced BI, 

alignment involves ensuring that analytical outputs are directly relevant to decision-making needs 

across functional areas such as marketing, operations, and finance. Studies show that organizations 

with a high degree of business-IT alignment are better equipped to translate ML-driven insights into 

actionable strategies (Anil et al., 2020). This alignment is achieved through coordinated investments 

in analytics infrastructure, collaborative data governance, and continuous dialogue between 

technical teams and business stakeholders. Strategic alignment also influences BI architecture, 

where organizations must choose between centralized, federated, or decentralized models 

depending on their business goals and data flow requirements. ML applications such as predictive 

maintenance, fraud detection, and churn prediction achieve higher adoption and impact when 

tightly coupled with strategic KPIs and performance monitoring systems. Moreover, alignment 

facilitates the integration of ML into enterprise resource planning (ERP), customer relationship 

management (CRM), and supply chain management (SCM) modules, enhancing decision quality 

at both strategic and operational levels. The literature affirms that strategic alignment is not merely 

a structural concern but a continuous process involving mutual adaptation between technological 

capabilities and evolving business imperatives. 

Sociotechnical systems (STS) theory provides a comprehensive framework for understanding the 

interaction between people, technology, and organizational processes in the deployment of ML 

within BI and MIS. Originally developed in the 1950s, STS theory argues that optimal system 

performance arises when technological subsystems and social structures are jointly optimized 

(Appelbaum, 1997). In the context of ML-BI integration, this theory underscores the need to consider 

not only the technical robustness of machine learning models but also their usability, ethical 

implications, and organizational consequences. Researchers applying STS to BI contexts have 

emphasized the importance of user-centered design, participatory implementation, and feedback 

loops to ensure that ML outputs are comprehensible and actionable. The theory also explains why 

purely technical deployments of ML often fail to achieve organizational objectives: the human, 

cultural, and process dimensions are often underemphasized. STS has been used to analyze how 

resistance to ML-BI tools can stem from job insecurity, lack of trust in algorithms, or misalignment 

between model outputs and decision-making frameworks. Studies have shown that aligning ML 

initiatives with organizational learning, ethical governance, and cross-functional collaboration 

Figure 11: Theoretical Framework for this study 

https://rast-journal.org/index.php/RAST/index
https://doi.org/10.63125/drb8py41


Review of Applied Science and Technology 

Volume 04, Issue 02 (2025) 

Page No:  339 – 369 

Doi: 10.63125/drb8py41 

356 

 

improves adoption outcomes and reduces unintended consequences. The STS perspective thus 

enriches the analysis of ML deployment within BI and MIS by providing a dual focus on technological 

efficiency and human-system compatibility, encouraging a more holistic and sustainable approach 

to digital transformation. 

Hypothesis Development 

The evolution of business intelligence (BI) systems into advanced, predictive, and prescriptive 

analytical platforms is largely attributed to the incorporation of machine learning (ML) technologies. 

Scholars argue that the deployment of ML within BI represents a significant leap in the capabilities of 

management information systems (MIS), offering automated insight generation, real-time 

forecasting, and decision optimization functionalities (Chen et al., 2012). This transformation, 

however, is not solely a technological undertaking—it is deeply embedded in organizational 

behavior, strategic alignment, leadership dynamics, and system usability. Accordingly, a 

theoretically grounded hypothesis development framework is essential to explore the 

multidimensional factors that influence the success of ML-based BI systems in MIS environments. 

Perceived Usefulness and Adoption Intention 

Drawing from the Technology Acceptance Model (TAM), perceived usefulness is consistently 

highlighted as a central predictor of system adoption (Davis, 1989). In the context of ML-enhanced 

BI systems, perceived usefulness refers to the extent to which users believe that ML will improve their 

task performance, decision accuracy, or strategic insight. Prior studies have established that when 

managers perceive ML-enabled BI tools as valuable for generating actionable knowledge, they are 

more likely to integrate them into routine decision-making processes (Tripathi et al., 2020). Moreover, 

the adaptability of ML models to evolving data patterns further reinforces their utility, enhancing 

organizational responsiveness and competitiveness. Therefore, the following hypothesis is proposed: 

H1: Perceived usefulness of machine learning positively influences the adoption of ML-enhanced 

business intelligence systems. 

Strategic Alignment and System Effectiveness 

Strategic alignment theory posits that the harmony between IT capabilities and organizational goals 

is essential for technology success (Tripathi et al., 2020). When ML initiatives are closely aligned with 

business strategy—such as optimizing supply chains, enhancing customer relationships, or improving 

financial forecasting—the likelihood of successful deployment increases (Choi et al., 2019). 

Misalignment, conversely, can lead to underutilized analytics, inefficient resource allocation, and 

failed implementations. Empirical research confirms that ML systems that are strategically 

embedded within BI processes are more effective in generating value, especially when supported 

by performance monitoring mechanisms. Thus, the following hypothesis is formulated: 

H2: Strategic alignment between machine learning initiatives and business goals positively influences 

the effectiveness of ML-based business intelligence systems. 

Leadership Support and Cultural Readiness 

Top management support is recognized in both the TOE framework and BI adoption literature as a 

critical enabler of analytics success. Leaders influence not only the allocation of financial and human 

resources but also the cultural mindset toward data-driven decision-making. Leadership sponsorship 

creates legitimacy for ML-BI projects and accelerates cross-functional collaboration necessary for 

data sharing and integration (Tripathi et al., 2020). Moreover, organizations with a culture that values 

experimentation, learning, and evidence-based management are more likely to adopt and sustain 

ML-based tools (Zhang, 2003). Cultural readiness also enhances user engagement and the 

willingness to act on algorithmic insights, thus strengthening the overall analytics capability of the 

enterprise. Consequently, two hypotheses are proposed: 

H3: Leadership support positively influences the adoption of machine learning in business intelligence 

systems. 

H4: A data-driven organizational culture positively influences the usage and impact of ML-enabled 

BI tools. 

Interpretability, Ethics, and Governance Structures 

As machine learning models become more complex—particularly deep learning and ensemble 

approaches—interpretability has emerged as a key concern (Lipton, 2016). In BI systems where users 

rely on outputs to inform high-stakes decisions, the ability to understand and trust model 

recommendations is critical. Tools such as SHAP (SHapley Additive exPlanations) and LIME (Local 
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Interpretable Model-agnostic Explanations) have been developed to address this issue (Marshall & 

Wallace, 2019). Furthermore, ethical governance of ML systems—encompassing fairness, 

accountability, and transparency—has become increasingly important, especially in regulated 

sectors like finance and healthcare. Ethical oversight mechanisms and model validation protocols 

enhance organizational readiness and public trust in analytics. Thus, the following hypotheses are 

advanced: 

H5: Model interpretability positively influences user trust and acceptance of ML-enhanced BI systems. 

H6: Ethical governance of machine learning models positively influences organizational readiness for 

ML-BI adoption. 

Infrastructure and System Integration Capability 

Infrastructure maturity—referring to data architecture, system interoperability, and computational 

scalability—is a foundational enabler of ML deployment within BI systems (Tripathi & Bagga, 2020). 

Organizations with high-quality data repositories, cloud computing platforms, and real-time analytics 

pipelines are better positioned to operationalize machine learning insights. Additionally, integration 

capability—the ease with which ML models are embedded into MIS platforms such as ERP or CRM—

plays a crucial role in facilitating end-user access to insights and driving decision speed (Tripathi et 

al., 2020). Seamless system interoperability reduces latency, enhances user experience, and ensures 

that ML recommendations are embedded in decision workflows. Accordingly, the final hypotheses 

are proposed: 

H7: Organizational data infrastructure positively influences the performance of ML-driven business 

intelligence systems. 

H8: Integration capability between ML models and existing MIS platforms positively influences 

decision-making efficiency. 

Together, these hypotheses form a conceptual foundation for empirically examining the factors that 

shape the successful implementation and strategic impact of machine learning in business 

intelligence systems within MIS environments. 

 
Figure 12: Hypothesis for this study 
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METHOD 

Research Design 

This study adopted a quantitative research design to investigate the relationships among critical 

variables influencing the successful adoption and implementation of machine learning (ML)-driven 

business intelligence (BI) systems within management information systems (MIS). The study was 

structured to test a set of hypotheses developed from established theoretical models, including the 

Technology Acceptance Model (TAM), Technology-Organization-Environment (TOE) framework, 

strategic alignment theory, and sociotechnical systems theory. A structured survey instrument was 

designed to collect data and perform statistical analyses to evaluate the strength and direction of 

relationships among constructs such as perceived usefulness, leadership support, infrastructure 

readiness, organizational culture, ethical governance, and system integration. 

 
Figure 13: Adapted Methodology for this study 

 

Population and Sampling 

The target population for this study comprised IT professionals, data analysts, mid- to senior-level 

managers, and decision-makers working in organizations located in Bangladesh that have adopted 

or are in the process of adopting BI systems integrated with ML technologies. Participants were drawn 

from various sectors, including banking, telecommunications, healthcare, retail, and manufacturing. 

A purposive sampling technique was employed to select respondents with relevant experience in 

ML-BI system adoption, ensuring that the sample represented individuals with practical insights into 

enterprise analytics and MIS operations. A total of 400 questionnaires were distributed, and 312 valid 

responses were retained for analysis after screening for completeness and response quality. This 

sample size satisfies the requirements for structural equation modeling (SEM) and multiple regression 

analysis, as suggested in methodological literature for ensuring statistical power and generalizability 

of results. 

Instrumentation 

The data collection instrument consisted of a structured questionnaire divided into two main 

sections. The first section gathered demographic and organizational information, such as industry 

sector, organizational size, respondent’s role, and experience with BI/ML systems. The second section 

comprised multiple-item Likert-scale constructs (ranging from 1 = strongly disagree to 5 = strongly 
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agree), each measuring one of the variables hypothesized in the study. Items were adapted from 

validated instruments in previous research, including studies on BI adoption, ML implementation, and 

IT-enabled decision support systems. Reliability and validity of the instrument were verified through a 

pilot test with 30 participants, yielding Cronbach’s alpha values exceeding 0.70 for all scales. 

Data Collection Procedure 

Data were collected over a period of two months through both online and paper-based surveys. 

Respondents were contacted through professional networks, email invitations, and institutional 

collaborations. Ethical standards were maintained throughout the data collection process. 

Participants were assured of confidentiality and anonymity, and informed consent was obtained 

prior to participation. All responses were collected voluntarily, and no incentives were provided to 

ensure authenticity and minimize response bias. 

Data Analysis Techniques 

The collected data were coded and analyzed using Statistical Package for the Social Sciences 

(SPSS) version 26 and AMOS version 24. Descriptive statistics were computed to summarize 

demographic characteristics and responses. Confirmatory factor analysis (CFA) was conducted to 

assess the validity and reliability of the measurement model. Structural equation modeling (SEM) was 

employed to test the hypothesized relationships among latent constructs and to evaluate the overall 

model fit. In addition, path coefficients, R² values, and fit indices (such as CFI, RMSEA, and χ²/df) were 

analyzed to determine the strength and significance of the relationships between constructs. 

FINDINGS  

The analysis revealed a strong and statistically significant relationship between perceived usefulness 

of machine learning tools and the adoption of ML-based business intelligence systems. Respondents 

who rated ML tools as helpful in enhancing decision-making, increasing work efficiency, and offering 

predictive insights were more likely to adopt them as integral components of their organization’s BI 

infrastructure. Structural equation modeling results indicated a standardized regression coefficient of 

0.63 (p < .001), confirming a strong positive influence. Among the 312 respondents, approximately 

78% agreed or strongly agreed that ML had improved their access to timely and actionable insights. 

Notably, organizations in the financial and telecommunications sectors reported the highest levels 

of perceived usefulness, with mean scores of 4.35 and 4.29 respectively on a five-point Likert scale. 

Descriptive data also showed that 82% of those using ML-based dashboards on a regular basis 

reported a reduction in decision latency, while 76% noted improvements in forecast accuracy over 

traditional BI tools. The empirical evidence suggests that the perceived value derived from ML 

capabilities significantly contributes to user intention and actual system utilization. These findings 

demonstrate that usefulness is not merely a theoretical construct but a measurable and influential 

determinant of technological adoption behavior within the BI context. 

Strategic alignment between machine learning initiatives and organizational goals emerged as a 

critical factor in determining the effectiveness of ML-enhanced BI systems. The path coefficient for 

this relationship was found to be 0.57 (p < .001), indicating a robust and statistically significant 

influence. Organizations that reported aligning ML applications with specific departmental or 

enterprise-level objectives consistently outperformed those where alignment was weak or 

ambiguous. For instance, among respondents who reported a clear linkage between ML analytics 

and strategic KPIs, 84% noted improvements in strategic planning efficiency and outcome tracking. 

The average system effectiveness rating in these organizations was 4.41, compared to only 3.69 

among those without formal alignment processes. Furthermore, 70% of organizations with strong 

alignment had dedicated data strategy officers or analytics leads coordinating cross-functional 

data initiatives, reinforcing the role of governance in execution. In manufacturing and retail sectors, 

ML models integrated into supply chain planning and inventory optimization produced tangible 

benefits, with 68% of respondents reporting reduced operational costs and increased decision-

making speed. These results highlight that strategic integration is not only a prerequisite for realizing 

the value of ML-BI systems but also a differentiator between high-performing and underperforming 

analytics implementations. Organizations that internalize ML capabilities into their strategic processes 

are better positioned to extract and apply insights that support long-term goals and competitive 

agility. 

Leadership support was found to exert a direct and significant impact on the adoption and 

institutionalization of ML-based BI tools. The standardized regression coefficient was 0.61 (p < .001), 
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indicating a strong association. Respondents from organizations where senior management actively 

championed data initiatives, funded analytics infrastructure, and encouraged data-driven practices 

reported much higher levels of ML adoption. Specifically, 81% of participants from such organizations 

affirmed that leadership advocacy played a central role in overcoming technical and cultural 

barriers to implementation. Additionally, the presence of a data-driven culture—characterized by 

openness to innovation, trust in analytics, and interdepartmental collaboration—was significantly 

correlated with the use and impact of ML systems. Among respondents who described their culture 

as highly data-oriented, 74% used ML outputs for both operational and strategic decisions, 

compared to only 46% among those with less data-centric cultures. Mean adoption scores were 4.48 

for organizations with strong leadership support and 4.36 for those with a clearly defined data culture. 

In firms with both enablers present, adoption and usage rates exceeded 85%, while system impact 

scores (measured through perceived decision accuracy and speed) were highest at 4.52. These 

results confirm that leadership and culture serve as critical enablers that influence not just initial 

adoption, but long-term engagement and return on investment from ML-BI systems. They also 

underline the importance of managerial commitment in shaping user attitudes and institutional 

behaviors around intelligent decision-making tools. 

Model interpretability and ethical governance emerged as key considerations in the deployment 

and acceptance of ML-driven BI systems. The structural model showed that interpretability had a 

path coefficient of 0.54 (p < .001) in predicting user trust and system acceptance. Respondents 

consistently indicated that when they understood how a model generated predictions or 

classifications, they were more likely to use the insights with confidence. Among participants who 

described ML outputs as “easy to understand” or “well explained,” 79% reported regular use of the 

tools in decision-making, and 72% believed those tools improved overall decision quality. Ethical 

governance, particularly practices related to transparency, fairness, and accountability, also 

influenced organizational readiness. In institutions with formal governance protocols—such as ethics 

review boards or model audit mechanisms—ML-BI systems had a significantly higher likelihood of 

cross-departmental adoption. Organizations with strong governance scored an average of 4.40 on 

ML readiness, compared to 3.65 in those lacking such mechanisms. Additionally, respondents in 

financial and healthcare sectors emphasized the importance of model fairness and auditability, with 

69% stating that compliance pressures influenced their analytics strategies. The results suggest that 

interpretability is not merely a usability issue, but a fundamental driver of trust, while ethical 

governance plays a gatekeeping role in deployment and scalability. Both constructs are essential 

for achieving widespread organizational buy-in and mitigating the perceived risks associated with 

advanced machine learning technologies in business intelligence. 

Infrastructure readiness and system integration capability were both found to be significant 

determinants of ML-BI system performance. The regression coefficient for infrastructure readiness was 

0.59 (p < .001), while integration capability yielded a coefficient of 0.62 (p < .001), making them two 

of the strongest predictors in the model. Respondents from organizations with robust cloud 

infrastructure, scalable data storage, and real-time analytics pipelines reported the highest levels of 

satisfaction with ML performance. Among these, 86% noted consistent data availability, rapid model 

processing, and seamless BI reporting functionalities. In contrast, organizations with outdated or 

fragmented infrastructures reported frequent disruptions, model training delays, and low user 

engagement. Regarding integration, the ability of ML tools to interface smoothly with existing 

enterprise systems—such as ERP and CRM—was crucial for operational impact. Participants who 

indicated high system compatibility reported a mean performance score of 4.47, compared to 3.58 

in organizations with integration difficulties. Additionally, 77% of respondents using fully integrated 

systems reported gains in decision-making speed, while 69% observed improvements in cross-

functional coordination. The findings underscore that technical infrastructure and integration are not 

peripheral but foundational elements of successful ML-BI deployments. When ML models are 

embedded into core information systems and supported by high-performance infrastructure, 

organizations are better equipped to scale analytics capabilities, reduce latency, and institutionalize 

data-driven decision-making practices. 

The hypothesis testing results revealed robust and statistically significant relationships among the 

proposed constructs, confirming the theoretical framework developed for understanding the 

adoption and performance of machine learning (ML)-driven business intelligence (BI) systems within 

management information systems (MIS). All eight hypotheses were supported at a high level of 

https://rast-journal.org/index.php/RAST/index
https://doi.org/10.63125/drb8py41


Review of Applied Science and Technology 

Volume 04, Issue 02 (2025) 

Page No:  339 – 369 

Doi: 10.63125/drb8py41 

361 

 

statistical significance (p < .001), indicating strong empirical validation. The relationship between 

perceived usefulness and ML-BI adoption (H1) yielded the highest standardized beta coefficient (β 

= 0.63, t = 12.14), emphasizing that users are more inclined to adopt ML tools when they perceive 

them as beneficial to task performance and decision-making. Similarly, strategic alignment (H2) 

demonstrated a strong influence on system effectiveness (β = 0.57, t = 10.86), suggesting that 

organizations aligning ML capabilities with strategic goals are more likely to extract meaningful 

insights and outcomes. Leadership support (H3) also played a crucial role in adoption (β = 0.61, t = 

11.47), reinforcing the notion that managerial endorsement significantly drives analytics 

engagement. Organizational culture (H4), especially when data-driven, had a substantial effect on 

system usage and impact (β = 0.52, t = 9.92), confirming the importance of internal readiness. 

Moreover, model interpretability (H5) was shown to be a key determinant of user trust and system 

acceptance (β = 0.54, t = 10.17), while ethical governance (H6) positively influenced organizational 

readiness (β = 0.48, t = 8.76), highlighting the necessity of transparency and accountability. Technical 

enablers were equally critical, with infrastructure readiness (H7) demonstrating a strong effect on 

system performance (β = 0.59, t = 11.82), and integration capability (H8) emerging as a powerful 

predictor of decision-making efficiency (β = 0.62, t = 12.07). These results collectively validate that 

both managerial and technological factors are instrumental in ensuring the successful deployment, 

adoption, and impact of ML within BI systems, and that strategic, organizational, and ethical 

considerations must be simultaneously addressed for optimal implementation in real-world MIS 

environments. 

Table 1: Hypothesis Testing Results 

 

Hypothesis Path Relationship β 

(Beta) 

t-

value 

p-

value 

Finding 

H1 Perceived Usefulness → ML-BI Adoption 0.63 12.14 < .001 Supported 

H2 Strategic Alignment → ML-BI Effectiveness 0.57 10.86 < .001 Supported 

H3 Leadership Support → ML-BI Adoption 0.61 11.47 < .001 Supported 

H4 Data-Driven Culture → Usage and Impact of 

ML-BI Tools 

0.52 9.92 < .001 Supported 

H5 Model Interpretability → User Trust and 

System Acceptance 

0.54 10.17 < .001 Supported 

H6 Ethical Governance → Organizational 

Readiness for ML-BI 

0.48 8.76 < .001 Supported 

H7 Infrastructure Readiness → ML-BI System 

Performance 

0.59 11.82 < .001 Supported 

H8 Integration Capability → Decision-Making 

Efficiency 

0.62 12.07 < .001 Supported 

DISCUSSION 

The significant influence of perceived usefulness on the adoption of ML-enhanced BI systems 

reinforces foundational premises of the Technology Acceptance Model (TAM), first introduced by 

(Davis, 1989). This finding aligns with prior research in analytics and information systems that 

emphasizes user perception as a strong predictor of technology utilization. Respondents in this study 

consistently associated machine learning capabilities with greater decision accuracy, faster 

turnaround, and enhanced strategic foresight—supporting conclusions from (Tripathi et al., 2020), 

who noted that the value delivered through predictive analytics is a key driver of BI engagement. 

Furthermore, the empirical support for this construct echoes findings by (Moorthi et al., 2021), who 

observed that BI system success is strongly influenced by the extent to which users perceive that the 

system supports their analytical needs. Unlike earlier BI tools, which often offered retrospective 

insights, ML-enhanced platforms provide real-time forecasts and scenario analyses, thereby 

amplifying perceived benefits and facilitating greater user acceptance. The high path coefficient 

(β = 0.63) in this study confirms that when users experience practical value—especially in complex or 

high-stakes environments—they are more likely to integrate ML tools into their routine decision-

making processes. This contributes to a growing consensus that usefulness is no longer a subjective 

attribute but a measurable organizational asset within data-intensive enterprises. Moreover, the 

current study adds a contextual dimension by validating this construct in a developing economy, 

expanding the geographic scope of TAM-based BI research. 
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The strong positive relationship between strategic alignment and system effectiveness affirms the 

relevance of business-IT alignment theory in the context of ML-based BI implementation. This is 

consistent with the work of (Paltrinieri et al., 2019), who emphasized that IT investments yield optimal 

returns when closely tied to business goals. In particular, this study substantiates claims by (Ferro-Diez 

et al., 2020) and (Hlavac & Stefanovic, 2020), who found that aligning BI efforts with organizational 

strategies enhances analytical output utilization and facilitates executive-level decision-making. 

Unlike traditional BI systems, ML tools offer predictive and prescriptive insights that require purposeful 

integration with strategic performance indicators to be actionable. Findings from this study support 

this by revealing that firms that incorporated ML outputs into key performance metrics and 

departmental objectives experienced significantly higher system impact scores. These observations 

align with those of (Hlavac & Stefanovic, 2020), who argued that strategic alignment fosters agility 

and analytical responsiveness in turbulent environments. The results also parallel those of (Tripathi & 

Bagga, 2020), who emphasized that the transformative potential of AI in analytics is maximized when 

linked to specific business outcomes. Moreover, this study’s evidence from Bangladesh illustrates that 

alignment is equally critical in emerging markets, where resource constraints necessitate focused 

and goal-directed technology deployment. The consistency of these findings across both 

developed and developing contexts underscores the universality of strategic alignment as a success 

factor and positions it as a non-negotiable prerequisite for ML-BI system effectiveness. 

The importance of leadership support and a data-driven culture in fostering ML adoption aligns with 

extensive prior research in information systems and organizational behavior. This study's confirmation 

of leadership’s direct impact on adoption echoes the findings of (Fruhen et al., 2013), who asserted 

that executive endorsement is vital for building organizational confidence in analytics investments. 

The present results also support the earlier work of (Shakeel et al., 2019), who emphasized that 

effective analytics programs are championed by leaders who understand data and proactively 

invest in infrastructure and people. Cultural readiness further reinforces this relationship, as data-

driven values influence how teams interact with ML tools. These findings mirror the conclusions drawn 

by (Hlavac & Stefanovic, 2020), who found that cultural barriers often obstruct BI implementation 

more than technical limitations. Organizations that foster openness to data experimentation, 

evidence-based decision-making, and cross-functional analytics integration tend to experience 

smoother ML deployment. The findings also support (Lee & Shin, 2020), who stressed that a culture of 

analytics maturity positively correlates with data utilization and system success. The dual enabler 

model—strong leadership and supportive culture—offers an integrative lens through which to view 

adoption success, as suggested by (Ferro-Diez et al., 2020), who advocated for a socio-technical 

approach to BI implementation. Additionally, this study's empirical context in Bangladesh extends 

the literature by highlighting that in environments where digital transformation is still maturing, 

leadership support becomes even more critical to overcome institutional inertia and skill gaps. 

Therefore, these findings not only validate but also contextualize earlier studies, confirming that 

leadership and culture form the backbone of successful ML-BI integration. 

Interpretability emerged as a critical factor influencing user trust and acceptance of ML outputs, 

consistent with a growing body of literature emphasizing the importance of explainable AI in 

enterprise analytics. This study’s results confirm the assertions of (Lee & Shin, 2020) and (Hlavac & 

Stefanovic, 2020), who argued that model transparency enhances user trust and increases the 

likelihood of analytics adoption. The current findings also align with (Barboza et al., 2017), who 

proposed that interpretability is essential for integrating ML into human-centric decision-making 

workflows. In high-risk industries such as healthcare, finance, and public administration, where 

decisions must be auditable, users are reluctant to rely on black-box algorithms without a clear 

rationale. The high predictive strength of interpretability in this study suggests that even in developing 

economies, users are increasingly demanding transparency, especially as they become more 

literate in analytics. These results extend the work of (Lee & Shin, 2020), who differentiated predictive 

power from explanatory relevance, suggesting that users require both accuracy and justification. 

Moreover, interpretability not only builds trust but also facilitates model refinement and performance 

validation, creating a feedback loop that strengthens ML systems over time. Compared with earlier 

BI implementations where rule-based logic sufficed, ML systems require a new paradigm of 

transparency that this study confirms is vital for user adoption. In contrast to some earlier studies that 

downplayed explainability in favor of technical precision, this research positions interpretability as 

central to organizational integration of ML into BI. This underscores a shift in priorities in the BI 
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landscape, where user confidence and regulatory compliance increasingly intersect with analytical 

performance. 

Ethical governance of ML applications was found to significantly influence organizational readiness, 

adding empirical weight to the growing discourse on algorithmic ethics and accountability. This 

aligns with recent literature emphasizing that governance structures—such as ethics review boards, 

compliance protocols, and model audit mechanisms—are vital to the responsible deployment of AI 

and ML in business settings (Schneider, 2019). The positive influence observed in this study supports 

the notion that ethical safeguards are not merely reputational defenses but operational prerequisites 

for ML-BI adoption. Organizations with strong governance practices reported higher levels of 

preparedness to scale their ML systems, suggesting that ethical infrastructure contributes to system 

sustainability. This echoes the findings of (Lee & Shin, 2020), who observed that data governance 

maturity correlates with analytics effectiveness in both private and public sectors. Furthermore, the 

results align with the assertions of (Siryani et al., 2017), who highlighted that fair and transparent data 

practices are essential for cross-functional adoption of analytics tools. This study extends the 

discussion by demonstrating that even in resource-constrained settings, such as Bangladesh, ethical 

considerations are not a luxury but a necessity. It also builds on the work of (Schneider, 2019), who 

stressed the need for ethical alignment as part of analytics capability development. In contrast to 

older BI paradigms that focused solely on technical accuracy, ML-BI environments demand a 

broader ethical architecture to address concerns around bias, accountability, and stakeholder 

impact. These findings therefore signal a paradigm shift in BI governance and reinforce the 

imperative of embedding ethical principles at the core of analytics transformation strategies. 

Infrastructure readiness and system integration capabilities were both found to be foundational 

enablers of ML-BI system performance, reinforcing long-standing assumptions in the information 

systems literature. The strong statistical associations observed in this study support the claims of 

(Siryani et al., 2017) who argued that data architecture quality is a key determinant of analytics 

throughput. These findings are also consistent with (Barboza et al., 2017), who identified cloud 

scalability and real-time data flow as critical for successful ML deployment. Integration capability—

the ease with which ML tools connect to existing MIS platforms—was also confirmed as a major 

determinant of decision-making efficiency, echoing the conclusions of (Mori et al., 2012), who 

emphasized the necessity of seamless BI system interoperability. These results confirm that even the 

most sophisticated ML models are of limited value unless embedded within operational systems 

where insights can directly influence action. The findings align with (Ferro-Diez et al., 2020), who 

noted that the quality of system inputs, including data velocity and variety, significantly impacts 

model outputs. Furthermore, the results corroborate the work of (Paltrinieri et al., 2020), who 

emphasized integration as a success factor for transitioning from traditional BI to predictive analytics. 

In developing country contexts, where digital infrastructure is still evolving, these findings underscore 

the importance of prioritizing foundational technologies before implementing advanced analytics. 

Thus, the evidence reinforces the need for a dual strategy: investing in scalable technical 

infrastructure while also ensuring that ML tools can integrate fluidly with existing MIS workflows to 

maximize organizational value. 
 

Figure 14: Proposed model for the future study 
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CONCLUSION 

This study set out to examine the critical enablers of machine learning (ML) deployment within 

business intelligence (BI) systems, specifically in the context of management information systems 

(MIS) in Bangladesh. By employing a quantitative research design grounded in established 

theoretical frameworks—such as the Technology Acceptance Model (TAM), Technology-

Organization-Environment (TOE) framework, strategic alignment theory, and sociotechnical systems 

theory—the research provided empirical insights into the multidimensional factors that influence the 

successful implementation and adoption of ML-based BI systems. The findings revealed that both 

technical and organizational factors significantly contribute to the performance and impact of these 

systems. Eight hypotheses were tested and supported, each shedding light on a specific pathway 

through which ML adoption and integration influence enterprise analytics and decision-making 

effectiveness. The results demonstrate that perceived usefulness is a decisive driver of ML adoption 

in BI systems, confirming that users are more likely to engage with technologies they believe will 

enhance decision quality and operational efficiency. Strategic alignment between ML initiatives and 

organizational goals emerged as a powerful catalyst for system effectiveness, highlighting the need 

for coherent planning and integration of analytics into business strategy. Leadership support and a 

data-driven culture were shown to play essential roles in overcoming resistance and institutionalizing 

the use of ML tools across functions. Additionally, model interpretability and ethical governance were 

validated as critical for building trust and ensuring responsible use, particularly in sensitive or 

regulated industries. On the technical side, infrastructure readiness and system integration capability 

were found to be foundational enablers that significantly affect performance outcomes. These 

findings underscore the necessity of robust data architecture, scalable computing environments, 

and interoperability between ML models and existing MIS platforms. Taken together, the study 

confirms that the successful deployment of ML in BI is not merely a function of algorithmic 

sophistication but is contingent upon a harmonious blend of technological capability, organizational 

readiness, ethical stewardship, and strategic alignment. 

RECOMMENDATION 

Based on the empirical findings of this study, several strategic, managerial, and technical 

recommendations can be made to guide organizations, particularly those operating in emerging 

economies like Bangladesh—in successfully adopting and optimizing machine learning (ML) within 

business intelligence (BI) and management information systems (MIS). First, organizations should 

prioritize strategic alignment between ML initiatives and overarching business objectives. Decision-

makers must ensure that the deployment of ML tools is not treated as an isolated IT upgrade but 

rather as an integral part of the strategic planning process. This includes aligning machine-generated 

insights with departmental goals, key performance indicators, and executive dashboards to ensure 

relevance, actionability, and long-term system value. Second, leadership support must be 

institutionalized through consistent executive sponsorship and organizational commitment. Senior 

management should actively champion ML-BI projects by investing in necessary infrastructure, 

fostering cross-departmental collaboration, and modeling data-driven decision-making behavior. 

Appointing data strategy officers or establishing analytics steering committees can help centralize 

efforts and maintain momentum. Third, organizations are encouraged to cultivate a data-driven 

culture that supports analytical thinking, experimentation, and evidence-based decision-making. 

Internal training programs should be developed to enhance data literacy at all levels, especially 

among mid-level managers and operational staff. Embedding analytics use into daily workflows and 

rewarding insight-driven innovation will normalize the use of ML systems across the enterprise. 

Fourth, special emphasis should be placed on model interpretability and ethical governance. 

Organizations must select ML tools that offer transparency and explainability, particularly when 

outputs affect customer segmentation, pricing, or compliance-sensitive decisions. Ethical 

frameworks—including data privacy policies, model audit procedures, and fairness assessments—

should be established to minimize algorithmic bias and build trust among stakeholders. Fifth, 

technical infrastructure and system integration must be addressed early in the adoption process. 

Investments should be made in scalable cloud platforms, real-time data pipelines, and interoperable 

architectures that support seamless integration between ML models and existing MIS platforms. 

Technical teams should collaborate with business units to ensure that insights are delivered through 

accessible and user-friendly interfaces. Lastly, it is recommended that organizations develop 

monitoring and evaluation frameworks to track the performance and business impact of ML-BI 
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systems. This includes implementing model validation procedures, usage audits, and key success 

metrics such as return on investment (ROI), decision speed, and forecast accuracy. Feedback loops 

should be institutionalized to continuously refine models based on evolving data and changing 

business needs. 
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